
MonoGRNet: A Geometric Reasoning Network for 
Monocular 3D Object Localization

Detecting and localizing objects in 3D space is
particularly challenging given only a monocular (single-
view) RGB image, since the 3D geometric information
is lost via imagery projection. To solve this problem, we
propose a geometric reasoning network that outperforms
state-of-the-art mono 3D object detectors on the
challenging KITTI dataset by a significant margin across
almost all evaluation metrics.

Our key idea is to decouple the monocular 3D detection
task into four sub-tasks that are solvable using only a
single-view image:
• 2D detection
• Instance-level depth estimation
• Projected 3D center estimation
• Local corner regression
The four colors correspond to the four task-specific
branches of MonoGRNet in Figure 1. By such
decomposition, the 3D detection problem can be easily
solved using only a monocular image, without any 3D
data, e.g., LiDAR point clouds, as input.
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